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Introduction Identifying computational neuroscience work

Computational neuroscience allows insight into
biological phenomena that cannot be easily TF-IDF
measured directly. To do this effectively requires * Based on 80656
us to know the literature and to build on that neuroscience C
which has been done before. This is challenging and 1356 comp neuro ouros.
because: e 11061 unique words in | e /
 Models are published in a wide range of both (not counting
journals, often jointly with experiment. stop words)
Models are complicated and cannot generally * Normalized likelihoods
be fully defined in a paper. * KL divergence 2.0455
GitHub and other generic sharing sites do not

provide standardized annotations or model SPECTER with anomaly detection
visualizations.

Summed word scores

Idea: SPECTER is a deep-learning powered

ModelDB (modeldb.science) documen’F em oec.zldmg that trcj:msfor.ms titles and
abstracts into points in 768-dimensional space

- MockiDB ogn e - s~ - such that similar papers are together.
ModelDB provides an accessible location for storing and efficiently retrieving ModelDB news ° IVI O d e I S a n d n O n - m O d e I S a re n Ot | i n e a r I y
v of experimentally observed neuton properties Models n ModelDh ean be B e s Lo separa o] e, vast | Y different likelihoods.

coded in any language for any environment. Model code can be viewed before nt N d-Fire Model (AGLIF
downloading, and browsers can be set to auto-launch the models. For further ntegrate-and-Fire Model ( )

information, see McDougal et al (2016), Reproducibility in Computational i\:ilf;?;;g;gﬁit% Pa p e rs a re S O rte d by CO S i n e S i m i I a r i ty to

Neuroscience Models and Simulations and McDougal et al (2017), Twenty years of

S e i kth nearest ModelDB model. Ones that are
&, UpI0ad o mosio | e closer are less anomalous for ModelDB (i.e.,
BrOWSE ai 1632 moces, or. I presumably more likely to be models).

Find models by: Find model
Model name Cell type 1

Model Concept: Parkinson's
A progressive nervous disease associated with the loss of dopam inergic (dopamine producing) brain cells in the substantia

\I_!II’J\.-I\VVG I TR uuyq, LI '.J'I ot nd
modeldb.science/2014825

Long- and short-term history
effects in a spiking network model
of statistical learning (Maes et al

accepted)
modeldb.science/267144

modeling papers found

Launched in 1996 (Gordon Shepherd)

Home to over 1800 source codes for

published neuroscience models using over

100 simulation tools/languages

Consistent metadata fields and terminology

'dentification of reuse Identifying relevant metadata

Identification of key literature cited by models Metadata Abstract Prediction(GPT-4)

Concepts Regions lon Channels

Total: 732 Total: 199 Total: 39

97.2% 197.1% 186.7%

Defining a ground-truth

Ambiguity in defining computational neuroscience
was considered through a cross-comparison of
manual annotations (based on prompt given to
GPT) with SPECTER, GPT-4, and GPT-3.5 outputs,
which is then evaluated by Cohen’s Kappa for S o
annotator agreement. o B e B
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Numbe; of Tags
Number of Tags
Number of Tags
Number of Tags

(C — Correct; B— Borderline; 1 —Incorrect)

Annotator

gptd gpt3.5

GPT-3.5 vs. GPT-4

Cohen Kappa's Agreement
k =20

0.876 QAL
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1.000 puemEeY
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1.000 . . 0.872 VAT

S2

Agreement Scores

S1 S2 gpt3.5 gpt4d S1 S2 gpt3.5 S1 S2 gpt3.5
Annotator Annotator Annotator

(S1 — Studentl; S2 — Student2)

Improving GPT-3.5

* Allowing outputs of uncertainty
o All uncertain responses are deemed
as not computational by GPT-4.
o This increases GPT-3.5's F1 score to 61.7%.

 Chain of Thought
o Promptincludes a series of intermediate
reasoning steps.

GPT-3.5 Results before & after CoT

0.969

F1 Scores

GPT-3.5 GPT-3.5
(before CoT) (after CoT)

GPT-4 responses are compared with
- 4::‘*””1‘:;:95 manual annotations for 115 papers.

- Occurrences of general or unusual

tags are observed.

o E.g. keywords like
“pathophysiology”, “therapeutics”,
“methods”, etc. occur in results of
almost all papers.

* Future efforts should include
prompting with more specific terms.

Automating neuroscience model identification and characterization 244.18

XX52

Discussion

* The role of randomness
* The number of irrelevant responses increase.
« Same queries are performed multiple times.
* Differencesin F1 scores:

GPT-3.5 F1 scores with Different Temperatures
0.65 0.65

0.62

F1 Scores

1
Temperature
* Only title and abstract text
o Access restrictions
o Memory limitations
o Future efforts: include other critical portions
(e.g., methods)

* Ultimate Goal
* (QOvercome inconsistency
* Boost model reuse and model refinement for
continuous improvement
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